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Introduction to Machine Learning Exam
Questions Pack

January 27, 2022

Time limit: 120 minutes

Instructions. This pack contains all questions for the final exam. It contains the questions only. Please
use the accompanying answer sheet to provide your answers by blackening out the corresponding squares.
As the exam will be graded by a computer, please make sure to do blacken out the whole square and
do not use ticks or crosses. During the exam you can use a pencil to fill out the squares as well as an
eraser to edit your answers. Affer the exam is over, we will collect the questions pack and provide you with
additional time to blacken out the squares on the answer sheet with a black pen. Nothing written on pages
of the question pack will be collected or marked. Only the separate answer sheet with the filled squares
will be marked.

Please make sure that your answer sheet is clean and all answers are clearly marked by filling the squares
out completely. We reserve the right to classify answers as wrong without further consideration if the sheet
is filled out ambiguously.

Collaboration on the exam is strictly forbidden. You are allowed a summary of rwo A4 pages and a simple,
non-programmable calculator. The use of any other helping material or collaboration will lead to being
excluded from the exam and subjected to disciplinary measures by the ETH Zurich disciplinary committee.

Question Types In this exam, you will encounter the following question types.

e Multiple Choice questions with a single answer.

Multiple Choice questions have exactly one correct choice. Depending on the difficulty of the ques-
tion 2, 3, or 4 points are awarded if answered correctly, and zero points are awarded if answered
wrong or not attempted.

e True Or False questions.
Each True Or False questions has a value of 1 point if answered correctly, 0 points if answered wrong
or not attempted.

Not all questions need to be answered correctly to achieve the best grade. There are no negative grades so
you are incentivized to attempt all questions.
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1 Regression and Classification

We are given a dataset consisting of n labeled training points D = {(x1,91), ..., (Tn, yn)}, Where z; €
R? are the feature vectors and 35; € R are the labels. Here samples are generated independently from a
distribution p(z, y) for which the following holds:

y = w* "z 4 € where e ~ N'(0,02).

The true underlying parameters w* € R? are unknown. The rows of the design matrix X € R™*? are the
feature vectors x; € R?. The label vector is denoted by y = (y1,...,%,) " € R™ In all of Section 1, we
assume X is full rank i.e., rank(X) = min(n, d).

Recall from lecture that the empirical risk is defined as follows:

Rp(w) =) (wlzi —y:)* = |y — Xwll3. (1)

i=1

The goal is to to find w € R? that minimizes the empirical risk.

1.1 Ordinary Least Squares

Let X have a singular value decomposition X = U A2V . Here U € R™™ and V € R?*4 are orthogonal,

and A2 € R"*4 has the singular values o; > 0 on its diagonal and is zero elsewhere, i.e., o; = Afi or
equivalently o = A; ;.

Question 1 [regl] (4 points) What is the estimator @ you obtain by minimizing the empirical risk in

Equation (1), i.e., X
@ £ arg min Rp(w),

interms of w*, V,A,and € £ U T &?

Hint: Since U and V are orthogonal, it holds that, U U = UU T = I,,»,, VVT = VTV = I54.

VA LVTUARVT (w* + &) W+ vae
VATUT (w* + &) w* + VA~ Te
VA=2VTw* + VA~ 2¢ w*+ VATE
[D] VA~ 2VTw* + VA~ le w* +VAZE

Question 2 [reg2] (3 points) Assume that the feature vectors of our training set are centered, i.e.,
> i, z; = 0. Compute the following:

(i.) The empirical covariance matrix of our training data-points: ¥ £ % Z?:l Tz, .

(ii.) The covariance matrix of the random vector ¢ £ U "e.

W) LVATTAIVT (i) Ly (i) LVATTAVT (i) U
(i) LUA2AZTUT (ii)o2 L D] (i) LUAZATUT iy U

For the following statements, decide if they are True or False.

Question 3 [reg3] (! point) When n > d, the empirical risk RD, has a unique minimizer.

- True False
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Question 4 [reg4] (! point) A local minimizer for the empirical risk Rp, isalso a global minimizer.

- True False

Question 5 [reg5] (I point) When n < d, there always exists w such that Xw = y.

- True False

Question 6 [reg6] (3 points) We would like to minimize the empirical risk Rp using gradient descent.
What is the update formula?

[A] wipr = w + (X T Xwy — 2X Ty)
- wiyr = wy — 0 (2X T Xwy —2X Ty)
. w1 = wy +n:(2Xw; — 2X X Ty)
@ Wi = wy — ne(Xwy —2X X Ty)
- Wep1 = Wy + My
- wiy1 = wy — n¢(2y; — 2w, x;)x;, for some randomly choseni € {1,2,...,n}

2y; — 2w, x;)x;, for some randomly chosen i € {1,2,...,n}

(G wiy1 = wy + ne(y; — 2w] 2;)x;, for some randomly chosen i € {1,2, . n}

(
(
(
(
(
(
(
- We41 = W — (

2y; — wy x;)x;, for some randomly choseni € {1,2,... ,n}
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1.2 Ridge Regression

To avoid overfitting to the data, we add a regularization term to the empirical risk and minimize the follow-

ing objective
n

Ip(w) £ Rp(w) + Allwll3 = > (w'z; —y:)* + Afw[3,  A>0. 2)
=1

The minimizer of Equation (2) is denoted by wy € Re.

Question 7 [reg7] (2 points) Assume n > d. The minimizer @, of Equation (2) in closed form is given
by

Wy = (XTX + )7 Xy.
WMo - (XTX+a)" Xy
Wy = (XXT A1)

D] @y = (XXT + A1) XTy.
there is no closed form solution.

Xy.

Remember that for fixed 2 € R? the bias-variance tradeoff can be written as follows:

Ep.[(y — @) 2)%] = (Ep[@y x — w* 2])? + Varp[@, 2] + o2

The first term is called the bias term, the second term is called the variance term and the third term is the
irreducible noise.

Question 8 [reg8] (! point) A bigger )\ (Equation 2) reduces the bias term in the bias variance trade-off.

True B rase

Question 9 [reg9] (! point) A smaller \ (Equation 2) increases the variance in the bias-variance trade-off.

- True False

Question 10 [reg10] (! point) Smaller A (Equation 2) prevents overfitting to the training data.

True - False

Question 11 [regl1] (I point) The population risk Ep .[(y — @Im)Q] is constant with respect to A
(Equation 2):

True . False



CATALOG

1.3 Classification

Question 12 [classfl] (3 points) Consider linear classification with weights w = Zl . Predictions
2

take the form y,,..q = sign(w " ). Consider the dataset {(<_01> ,—1), ((_12> ,—1), ( (é) 1), ( G) 41D}

where the first element in each data-point z = a:l is the feature vector and the second element is its class
2

label y = +1. The points are represented in the Figure below.

o

—t— L
—_ X 1.0 T
- Class —1 0.5
+ class +1
A 4
-2.0 -15 -1.0 -0.5 ) 05 1lo 15 20
X1

The solution (normalized such that ||w||o = 1) that classifies all points correctly and achieves the maximum
margin is given by (Recall that the margin is defined as the minimum distance between all of the data-points
and the decision boundary of the classifier):

w= L (‘11) with margin 2 Bv- (é) with margin 1
w =

w=
D] w=

S

(_11) with margin 2 w=— G) with margin 1

2
. . _ L . .
1) with margin 2 w= (1> with margin 5

(A . 1 (1 . .
1) with margin 1 w= <2) with margin 5

7 N7 N\
o

Question 13 [class£2] (2 points) Remember that the zero-one loss is given by

lo_l(z) = {0 i Z 0 .

1 z2<0

Which property is shared between the following “surrogate” loss functions?

hinge lhinge (2) = ma X{O 1—=z}

squared 25q(2) = (1 —2)?

logistic Liogistic (z)/ln( )=In(l+e %) /In(2)
exponential | ley,(2) =

- Each one is an upper bound for the 0-1 loss.
Each one is a lower bound for the 0-1 loss.
Each one is differentiable on its whole domain.

IE They are equally robust to outliers.
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2 Kernels

Question 14 [kernell] (2 points) Consider the feature map ® : R — R® defined as ®(z) = (, 22, ew)T
Find the kernel k(z, y) associated with ®.

x4+ 2% +e” By (zy)?+ ety
wy + em T4y + (wy)? + e
[C] z+y+ a2+ y2+extY [G] (zy+1)2 + e
[D] &2 + 4 + 2y + e=tv y + (vy)?

Question 15 [kernel2] (4 points) Let x,2’ € R? and k(x,2’) = (x72’ + 1)2. What is the minimal
dimensionality of a feature map ¢(x), such that k(z, z") = ¢(z) T p(z')?

[A] 6 [B] 9 B o [D] 12 [E] 13 [F] 15 [G] 16 [H] 27

Question 16 [kernel3] (! point) Is the following statement True or False?
For every valid kernel k(z, '), k(z,2") > 0 for all z and 2.

True B rase

For each of the following functions k, decide if it is a valid kernel function (True) or not (False).

Question 17 [kerneld] (I point) For x,2’ € R*, define k(x,2') = max(z,z7)

min(z,z’) "
True - False

Question 18 [kernel5] (I point) For x,z € R, define k(x,2') = (z "2’ +1)% + ECIES)

. True False
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3 Dimension Reduction with PCA

In (linear) principal component analysis (PCA), we map the data points z; € R%,i = 1,...,n, to z; € RF,
k < d, by solving the following optimization problem:

n

1 .
C, == min D Wz — a3 3)
n wWeR?>F wTw=I P
zl,...,an]R’C B

We denote by W.,, 27, ...,z the optimal solution of Equation (3). For all questions in section 3, assume
the data points are centered i.e., Y . x; = 0. Therefore, the empirical covariance of the data is as follows:

_ 1 n T
Y= D im1 T,

Question 19 [pcal] (2 points) What is the empirical covariance X7 of the latent variables z;?

SE =%, W, SE =W, S, W, SE=W.%, W =-w'sw,

Question 20 [pca2] (2 points) We obtain new data by first sampling s ~ N (0, X%) in the latent space
and then projecting the obtained sample to the original space zpew = W.s. What is the distribution of zyey?

W V(o w.s:w]) N(0,%,) N(o,w]Ts:w,) D] A (0, WS,

Question 21 [pca3] (2 points) In Figure 1 we plot 1000 points. We apply PCA to those 1000 points.
What is the direction of the principal eigenvector?

Principal Eigenvector

10.0

-10.0
-10.0 -7.5 -5.0 -25 0.0 25 50 75 100
X

Figure 1: Direction of principal eigenvector.

Wmr~ [Bs [¢c Db
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Question 22 [pcad] (I point) Figure 2 shows the Swiss roll dataset. All data points in this dataset lie on
a 2D plane that has been wrapped around an axis. Linear (non-kernelized) PCA with & = 2 can explain all
sources of variance in this dataset (C* in Equation 3 is equal to 0).

Figure 2: The Swiss roll dataset.

True . False

Question 23 [pca5] (I point) Both the PCA and the k-means problems can be formulated as

n
min Y [Wzi — a3
W,z1,...,2n ]

albeit, with different constraints on the matrix W and vectors z1, ..., z,.

. True False

Question 24 [pca6] (I point) If we use the Gaussian kernel for kernel PCA, we implicitly perform PCA
on an infinite-dimensional feature space.

- True False

Question 25 [pca7] (I point) If we use neural network autoencoders with nonlinear activation functions,
we seek to compress the data with a nonlinear map.

- True False
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4 Neural Networks

4.1 Linear Neural Networks

This subsection is regarding linear networks. For input z € R%, a deep linear network F' : R% — R of
depth K will output F'(x) = WxWk_1...Wiz, where each W} is a matrix of appropriate dimension. We
aim to train F' to minimize the mean squared error loss on predicting real-valued scalar labels y. The loss
is specified by
1
UF) = =Y (yi = Fl0)?,

n =
i

where ¢ ranges over the dataset.

Question 26 [nn1] (! point) With depth K = 1, we recover linear regression (with no bias term).

- True False

Question 27 [nn2] (I point) For K = 2 there is a unique pair of matrices Wy, W5 that minimizes ¢.

True - False

Question 28 [nn3] (/ point) Networks with increasing depth K allow one to model more complex rela-
tionships between x and y.

True . False

Question 29 [nn4] (! point) Wi must be a row vector.

- True False

Explanation: For 2), we can see that the pair of matrices is not unique by taking invertible matrix A and
considering the pair W,yA~! and AW;, which will achieve the same loss as Wy, W;. For 3), this is false
since for all K, the function class remains the same as linear regression (it always only contains functions
of the form w - x). 4) is true since this is necessary to achieve scalar output.

Question 30 [nn5] (3 points) You plan to train this model with stochastic gradient descent and batch size
1. In each batch, you minimize ¢, (F) = (y — F(x))?, for a fixed data point 2. For simplicity, suppose
K = 3 and Wj is a scalar.

Then, 9= /ow; is equal to

B 2 F(2)(WaWi2).

[B] 2(y — F(x))(WaWiz). :
(y — F(z))(WoWyz). (y — F(z)).
[D] —(y - F(x))(WaW:2).

Explanation: Application of the chain rule.
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Question 31 [nn6] (2 points) Again consider the loss calculated on a fixed data point z € R%,

lo(F) = (y = F(x))*.

We use backpropagation to compute 9= /ow,. Suppose that z; (z) = Wiz € R%. From previous steps in
the backpropagation algorithm you know that %=/9z,(z) = a € R%. Please assume a and z are column
vectors, i.e., a € R4 *! and z € R%x1,

Compute agﬂ”/an € R4 xdo

2ax " | K 2a(Wyx) " a(Wiz)T
—2ax " [D] —azT —2a(Wyz) " —a(Wyz) T

Explanation: gvivﬁ = ( 8‘25& )> (65;‘(,‘71”)) = (a)(z ") Chain rule for backpropagation.

Question 32 [nn7] (2 points) Which of the following describes one iteration of a stochastic gradient
descent update (still batch size 1 with single data point x) on Wy with step size a?

.W1<—W1—Oz§£fl Wlel—Ozégliw(/T)
Wi Wi+ a2k [D] Wy « Wy +a %42

Explanation: Substituting into the definition of gradient descent.

4.2 Training Neural Networks

All questions in this subsection are independent from the previous subsection and are regarding training
neural networks.

Question 33 [nn8] (I point) Increasing the minibatch size in stochastic gradient descent (SGD) lowers
the variance of gradient estimates (assuming data points in the mini-batch are selected independently).

- True False

Question 34 [nn9] (I point) For a minibatch size of 1, SGD is guaranteed to decrease the loss in every
iteration.

True - False

Question 35 [nn10] (I point) There exists a fixed learning rate 7 > 0 such that SGD with momentum is
guaranteed to converge to a global minimum of the empirical risk for any architecture of a neural network
and any dataset.

True - False

Question 36 [nn11] (/ point) The cross entropy loss is designed for regression tasks, where the goal is to
predict arbitrary real-valued labels.

True - False
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S Decision Theory

In the following questions, assume that data is generated from some known probabilistic model P(x,y). In
both questions, we use the shorthand p(z) = P(y = +1 | x).

Question 37 [decthel] (3 points) Assume that we want to train a classifier y = f () where labels y take
values y € {1, —1}. We extend the action (label) space and allow the classifier to abstain i.e., refrain from
making a prediction. This extends the label space to y € {+1,—1,7}. In order to make sure the classifier
does not always abstain, we introduce a cost ¢ > 0 for an abstention. The resulting 0-1 loss with abstention
is given by:

UF (@) y) = Ly@rty L@gr + lya=r-

An (Bayes) optimal classifier is one that minimizes the expected loss (risk) under the known conditional
distribution. For a given input z, for which range of ¢ should the optimal classifier abstain from predicting
+1or—17?

¢ <max{p(z),1 —p(x)} D] ¢ > 1 — min{p(x),1 - p(z)}
¢ >min{p(z),1 - p(z)} c>1—p(x)
M c < min{p(x),1 - p(z)} ¢ < plx)
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Question 38 [decthe2] (2 points) We want to use regression with the quantile loss to estimate the current
price y of our house given features x, defined as

((f (), y) = Tmax(y — f(2),0) + (1 — 7) max(f(z) — y,0).

Here, 7 € (0, 1) is a parameter that balances overestimation and underestimation errors.

As we have enough time to sell the house, overestimation errors of the predictor are less critical than
underestimation errors. Which of the asymmetric loss functions in Figure 3 would you use for the estimation
of the current price of your house?

— A —-— B — C — D

— — — —
EN = > >
= 5 " =
s o = -
T T —> T ¥ —> T f —> T Y —>
y—1 y y+1 y—1 y y+1 y—1 y y+1 y—1 y y+1
f(x) f(z) f(z) f(z)

Figure 3: Different quantile loss functions.

[A] A [B] B [c] ¢ Hpo
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6 Expectation Maximization Algorithm

In this question, we use the (soft) expectation maximization (EM) algorithm to compute a maximum like-
lihood estimator (MLE) for the average lifetime of light bulbs. We assume the lifetime of a light bulb is
exponentially distributed with unknown mean 6 > 0, i.e., its cumulative distribution function is given by

F(z) = (1—¢77) Liz>o}-

We test N + M independent light bulbs in two independent experiments. In the first experiment, we test
the first NV light bulbs. Let Y = (Y7, ..., Yx ), where each random variable Y; represents the exact lifetime
of light bulb ¢. In the second experiment we test the remaining M bulbs, but we only check the light bulbs
at some fixed time ¢ > 0 and record for each bulb whether it is still working or not.

Let X = (X1,..., X ), where the random variable X; = 1 if the bulb j from the second experiment was
still working at time ¢ and O if it already expired. We denote by Z = (Z1, ..., Zjs) the unobserved lifetime
of the light bulbs from the second experiment.

Question 39 [emal] (2 points) What is the log-likelihood log p(X, Y, Z|0)?
W logp(X.Y, 210) = —(N + M)log0 — 5 >, Vi — 3 )0, 7
log p(X, Y, Z|0) = —(N + M)logf =0 | ¥; =01, Z
logp(X,Y,Z|) = —Nlogf — 0~ | Vi — 03, Z
[D] logp(X, Y, 2|6) = =M logf — 3 30, V; — 37, 2,

Question 40 [ema2] (3 points) Whatis E1(0') £ E[Z;|X; = 1,0']?

W+ B] £+t [C] t0' +¢ D] £+t

Question 41 [ema3] (2 points) What is Eo(0') £ E[Z;|X; = 0,0']?

. 9 — te 9' . 0/ 2te 9’ - 9/ Fi IE % o te%Lt

1- 69/ te 07 l—e 6’

Question 42 [emad] (2 points) We define the expected complete data log-likelihood Q(6, 6”) to be
Q(6,0') £ Ez [logp(X,Y, Z | 0)|X,Y, 0]
and

M
k= Z Lix;=1y
j=1

to be the number of light bulbs still working at time ¢ in the second experiment. What is Q(6,6")?

W Q0.0)=—(N+M)log6 — § Zz VUi — SE(0) — MFEE(0)
Q(0,0') = —(N + M)logt' — 3 >, yi — £ Ev(0) — 255 Ey ()
Q(6,0') = —(N + M)log — 921 L Yi — OkEy(6') — 0(M — k) Eo(9')
D] Q(0,60") = —(N + M)log' — 6" SN | y; — 0'kE1(8) — 0'(M — k) Eo(6)

Question 43 [gmm1] (! point) The MLE objective for Gaussian mixture models (GMM) is non-convex
with respect to the cluster’s means, covariances, and weights when we have strictly more than one Gaussian
in the mixture.



CATALOG

- True False

Question 44 [gmm2] (7 point) An EM algorithm can also be used to fit GMMs in the semi-supervised
setting, where some data points are labeled and some are unlabeled.

- True False

Question 45 [gmm3] (] point) We fit a GMM to a dataset utilizing the (soft) EM algorithm. We compute
the log-likelihood of the data after each iteration. During this process the log-likelihood of the data never
decreases.

. True False

Question 46 [gmm4] (2 points) You get 2D scatter plots of 3 different sets of data points (A, B, C re-
spectively, see Figure below). You decide to cluster them with GMMs. You could model the covariance
matrices of the two clusters as spherical, unrestricted, and diagonal. For datasets A, B, and C, assign the
most appropriate covariance matrix.

A B C
A: spherical, B: unrestricted, C: diagonal @ A: diagonal, B: spherical, C: unrestricted
A: spherical, B: diagonal, C: unrestricted A: unrestricted, B: diagonal, C: spherical
- A: unrestricted, B: spherical, C: diagonal A: diagonal, B: unrestricted, C: spherical

Explanation: B is spherical since the covariance matrix is the identity, whilst C is diagonal since, within
clusters, there is no correlation between x1 and x2.



CATALOG

7 Generative Adversarial Networks

You train a generative adversarial network (GAN) with neural network discriminator D and neural network
generator G. Let z ~ N(0, I) represent the random Gaussian (normal) noise input for G. Here, [ is the
identity matrix. The objective during training is given by

min max By, log D(z)] + E.[log(1 — D(G(2)))],

where pga is the data-generating distribution.

Question 47 [ganl] (2 points) Consider a fixed data point  with probability density pga. (). Suppose the
probability density of  under the (not necessarily optimal) trained generator is ps(x). Moreover, assume
that the trained discriminator D* is the optimal discriminator for GG, based on the loss above. That is:

D* = arg mgbxl[igcwpdum [log D(x)] + E.[log(1 — D(G(2)))],

For the data point x, what is D*(z)?
— _ pel@)
D(l‘) T pa(x)+pdaa(z)
— _ Paa(®)
- D(.’L‘) - pG(I§+Pdata(I)
0
D] 1

Not enough information

Explanation: The second point is a sufficient condition. The third is not sufficient since, even at conver-
gence, D may not be the optimal discriminator given G.

GANSs can be used for the task of learning a generative model of data. However, GANs are not the only
generative models we have seen in the course. Indicate whether each of the following models is generative
or discriminative.

Question 48 [gan2] (I point) Support Vector Machines.

Generative Model B Discriminative Model

Question 49 [gan3] (! point) Gaussian Mixture Models.

. Generative Model Discriminative Model

Question 50 [gan4] (! point) Decision Trees.

Generative Model . Discriminative Model
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Answer Sheet of the Introduction to Machine Learning Exam
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