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Problem 1 (K-means initialization):

You are given two example datasets consisting of 1000 two dimensional points each. We want to find 4 clusters
in each of them.

We know that K-means is not robust to initialization. Can you provide two different initializations for each of the
datasets that would result in qualitatively different clusters? Sketch initializations and resulting clusters.

Problem 2 (K-means convergence):

In the K-means clustering algorithm, you are given a set of n points z; € R%, i € {1,...,n} and you want to
find the centers of k clusters u = (u1,..., k) by minimizing the average distance from the points to the closest
cluster center. Formally, you want to minimize the following loss function
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To approximate the solution, we introduce new assignment variables z; € argmin;ecy,.. x [|2i — ;|3 for each
data point z;. The K-means algorithm iterates between updating the variables z; (assignment step) and updating
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the.centers Hi = Tm= Zi:z,-,:j x; (refitting step). The algorithm stops when no change occurs during the
assignment step.

Show that K-means is guaranteed to converge (to a local optimum). Hint: You need to prove that the loss
function is guaranteed to decrease monotonically in each iteration until convergence. Prove this separately for
the assignment step and the refitting step .



Problem 3 (K-medians clustering):

In this exercise, you are asked to derive a new clustering algorithm that would use a different loss function given
by
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(a) Find the update steps for both z; and for 4 in this case.
(b) What can you say about the convergence of your algorithm?

(c) In which situation would you prefer to use K-medians clustering instead of K-means clustering?



