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Introduction: Stochastic Contextual Bandits

In the contextual bandit model, the learner interacts with an unknown
environment.

In each iteration t =1,2,..., T,

1) the environment provides a context c;,

2) the learner observes the context and chooses an action x;,
3) the environment reveals a stochastic reward f(x;, ¢;) + €;.

The learner’s objective is to maximize reward, and compete with the
best-in-hindsight mapping from context to actions.




Examples: Bandits with Stochastic Context

Action: Crop Variety
Context: Weather Conditions

Movie Recommendation
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Action: Crop Variety Action: Movie

Context: Weather Conditions Context: New User



Our Setting: Bandits with Context Distributions

Notation: Action set X, context set C

dx.c € RY : Feature vectors, § € RY : True parameter

Fort=1,2...,T:
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Environment chooses distribution p, € P(C),
Learner observes i,

Learner chooses x; € X,

Environment secretly samples context ¢; ~ i,
Learner obtains reward y, = ¢, _0 + ¢,

Xt,Ct

Learner never observes context c;!



Examples: Context Distributions

Crop Variety Testing Movie Recommendation
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Context Distribution: Context Distribution:
(Stochastic) Weather Prediction Based on user statistics



Bandits with Distributional Context: Regret

Impossible Baseline: x; = argmax, ¢, .0 (— Q(T) regret)
Contextual Regret: Compare to best mapping 7*(u:) — X.

X: = 7T*(,U«t) = arg maXECNMt [gblce]

Distributional Context Regret: Rr:= >/, (¢l .0 — ¢} _0)
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UCB for Bandits with Context Distributions

Key insight:
Ve = bg el + e = Eeop[0r, O+ 0500 — B0, 0] + e
zero mean, ;cts like noise
= Ecp, [¢xt,c]T9 + &
=: gzgjﬁ + &

We show: UCB on the expected features gng achieves R+ < @(dﬁ)




Sample Based UCB for Context Distributions

Sample Averages: <z~5ﬁ<t = %E;Zl Ox.e with samples &, ... ¢ ~ fi.

Y = gbxt cte + €t = q‘;;l;te + gbxt Ct9 ¢Xt te + €t
— ———

=: b; no longer zero mean!

Solution: Least-squares regression with adversarial bias by:

If |b;| < 1/+/t, statistical rate of least-squares estimator unchanged!

We show: UCB on sample-averaged features ¢ t achieves Rt < O(dv/'T)




Summary of Contributions
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Our setting: Bandits with context distributions

UCB type-strategy with regret bounds
Sample-based algorithm with guarantees
Kernelized setting (Bayesian optimization)
Variant with context observed after action choice.
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Numerical experiments on real-world data.
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