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Intuition Interventions Theoretical results
In safety-critical environment, humans learn efficiently from well-structured, safety- Original problem: CMDP constrained on the number of catastrophic events. "Proposition”
centered curricula. Learning Introducing the teacher: Whenever the student approaches danger (determined by If the teacher is sufficiently strict (; + k; < k) and the trigger states of the teacher’s
> a set of .trlgger states), the teacher rescues it and resets it to a neighboring state intervention “blankets” the set of unsafe states (D C D, ), then, the interventions
£ (determined by a | ). To prevent the student from guarantee safe learning and safe deployment.
2 @ Safe v exploiting the teacher, we constrain the number of times the student can get its help.
£ Inefficient X The strictness of the teacher is controlled by its tolerance.
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Learnlng TeaChlng Policies . HR (reset to starting state): too hard to find the goal.
InteraCtK)n SR (reset to previous state): finds the goal but too different from original.
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Q: How c.an.V\./e automatl-cally d§3|gn . cu-rrlculum for safe and efficient learning’ Two learning agents on different time scales: the students and the teachers. The Successes Returns Safety violations
A: By optimizing a teaching policy educating a sequence of students. students learn across a sequence (curriculum) of CMDPs proposed by the teacher. 10 - 085 gy B T [
| Thus, they are CMDP solvers with knowledge transfer mechanism. The teacher 08 O 132
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