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Motivation

Protein design is an emerging ambitious goal within the bioengineering industry and academia.
In this task, we are interested in discovering an enzyme with desirable properties as quickly as
possible. The publicly available datasets are usually not sufficient to train a ML model that is
able to predict a desirable protein immediately (one-shot prediction). Usually, one requires a
couple of interaction with the nature and synthetize proteins in order to understand what as-
pects are important which protein variants are viable and which are not [Romero et al., 2013].
The proteins are composed of 20 basic building blocks: amino-acids. A length of a typical
protein is around 200 amino-acids, meaning there are 20200 conceivable combinations. Of this
space very few are active and even less useful, however searching in such big search spaces
is challenge for any sequential-decision problems. Usually these problems are specified by
defining a utility function that represent the “information” a given protein candidate reveals
to us one synthetized in laboratory. However, evaluating this utility is infeasible in such large
search spaces. Hence, one needs an alternative approach for the utility optimization.

Problem

In this project, we would like to use elements from game theory such as equilibrium learning to
address the challenging problem of optimal protein design. Namely, we reduce optimal protein
design to the problem of finding an equilibrium of a cooperative game between different
amino-acid candidates in different parts of the protein. A goal here would be to formalize
this framework, test in simulation and practice and devise solutions to find the appropriate
players - parts of the protein that are playing the game.
In particular we are interested in incorporating the novel approaches to optimization and
game theory as in [Sessa et al., 2021] and [Sessa et al., 2022]

Contact

This project is best suited for an exceptional student, with prior exposure to rein-
forcement learning and/or sequential decision-making and game theory. Prior atten-
dance of the class Probabilistic Artificial Intelligence is of advantage. If you are inter-
ested, please contact Mojmı́r Mutný (mojmir.mutny@inf.ethz.ch) and Pier Giuseppe Sessa
(piergiuseppe.sessa@inf.ethz.ch).
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