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Motivation

Classic Reinforcement Learning (RL) algorithms assume the existence of a reward func-
tion that assigns a scalar reward to every state(-action) of the underlying Markov Deci-
sion Process [Puterman, 2014]. But it turns out that a wide variety of real-world problems
don’t admit a reward function of this type, including exploration [Hazan et al., 2019], ex-
perimental design [Mutny et al., 2023], imitation learning, diverse skill discovery and many
others [Zahavy et al., 2021]. A way to face this problem has been developed within the area
of Convex RL which leverages tools from convex optimization. Nonetheless, this formulation
suffers some inherent limitations. Recently, another perspective on the problem has been
developed using notions and algorithms from the area of submodular function maximization,
giving rise to Submodular Reinforcement Learning [Prajapat et al., 2023].

Scope of the Project

While it has been shown that several objectives including maximum entropy exploration
and D-optimal experimental design, can be captured via Submodular RL objectives, within
this project we aim to show that Submodular RL is able to capture a much richer class
of problems, including imitation learning among many others. Moreover, we aim to better
understand the complementarity between Submodular RL and Convex RL. The project type
would span from building theoretical results, algorithms, and practical implementation of the
algorithm.

Ideal Candidate

An ideal candidate would have completed the Foundations of RL course, the Probabilistic
Artificial Intelligence course, or have an equivalent understanding of RL. Background in
statistics, optimization, and/or algorithmics is very appreciated, as well as strong motivation
for both developing theory and playing with experimental settings.

Contact

If you are interested, please contact Riccardo De Santi (rdesanti@ethz.ch) or Manish Prajapat
(manishp@ai.ethz.ch).
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