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1 Motivation

Rational protein design is currently at the center-
point of interest in academia as well as in industry.
With the development of AlphaFold2 for approx-
imate protein structure prediction (Jumper et al.,
2021), there is renewed interest in designing novel
proteins. The hope is to use these new proteins
for theraupetic purposes (antibodies), biotechnol-
ogy, diagnostics, cell reprogramming or chemical
manufacturing.

LAS group (Prof. Krause group) is part of large
collaborative effort called NCCR Catalysis that
aims to research and develop new catalysists for
greener chemistry. We focus on enzymes, which
are specific protein macromolecules, that facilitate
chemical reactions by lowering energetic constraints
for the reaction happen. The biochemistry field
has seen big improvement by including machine
learning in the enzyme design pipeline Patsch and
Buller (2023); Vornholt et al. (2024).

2 Problem Statement

The overall problem is to elucidate the relationship
between the sequence and enzymatic activity. This
dependence is extremely elusive even for experts
and even in the presence of protein structure. Our
goal is come up with the most accurate description
of this mapping given the experimental data we
have at hand. In many instances, the data is
limited to produce a highly-accurate predictive
model. In these case we resort to active learning
and propose to gather a new dataset that leads
to further improvements of the predictive model.
Instead of doing this randomly we propose highly
informative DNA libraries using novel machine
learning techniques.

A core challenge encountered in these pipeline is
the fact that the space of possible proteins is as
vast as space of potential DNA sequences encoding
them. Many of these proteins are neither biolog-
ically plausible nor functionally viable. Only a
small but unknown subset contains the relevant
design space. Searching over these vast spaces is a
big challenge where generative modelling can help
and focus only on the relevant parts.

In this project the goal is implement and train a
generative model for protein sequences using differ-
ent generative modelling approaches, namely:

• Energy-based models

• Variational Auto-Encoder(s) (VAE) (Kouba
et al., 2023)

• diffusion and flow models for discrete data
(Alamdari et al., 2023; Stark et al., 2024)

Each of these have their benefits and use we would
like to explore and compare. In our lab and through
collaborations, we have access to unique large scale
datasets of labeled and unlabeled datasets that
would allow us to learn large generative models of
the protein landscape.

Using this protein generative model, we would like
to inform search space in an active learning pipeline.
Given a condition on the enzyme, we would like to
generate a batch of sequences that are then tested
in the wet-lab. The process on informing is often
referred to a guidance where a particular part of
the support of the generative model is preferred
over the others.
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2.1 Challenges and Learning outcomes

• Training of state-of-art generative models for
sequences akin to one working with language
data

• Guidance of generative models by properly
assigned weighting of the generative process

• Proper regularization of generative models
to facilitate innovation

• Coupling the generative model to active
learning pipelines

3 Background

We are seeking a student passionate about spatial
data and willing to learn about experiment design
in the context of point processes. This thesis is
well suited for data science, statistics, computer
science, or bioinformatics study program. You
will be working closely with Vignesh Ram Som-
nath and Dr. Mojmir Mutny. For further ques-
tions please contact us at vsomnath@inf.ethz.ch
or mojmir.mutny@inf.ethz.ch.
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