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Motivation

Figure 1: Let us consider the task of reaching s1
from s0 in this MDP. The blue action is equally
likely to succeed and to loop on the starting
state. The red action has a high chance of
reaching s1, with a small risk of reaching the
sink state s2. By repeating the blue action, the
probably to succeed tends to 1 as the number
of repeats increases. However, under any dis-
counting factor γ < 1, there exist a value of ϵ
such that the optimal policy in the MDP would
take the red action, which may trap the agent
in the sink state indefinitely.

Goal-reaching problems are a special case
within reinforcement learning, in which
the reward function is commonly defined
as an indicator function conditioned on
a particular state (the goal). In other
words, the agent is only rewarded when
a particular state of the environment is
reached. Despite the loss of expressiv-
ity, this remains a very general framework
with wide application [Schaul et al., 2015,
Andrychowicz et al., 2017, Ibarz et al., 2021].
However, when coupled with the conven-
tional discounted reward scheme, this re-
ward formulation induces an interesting phe-
nomenon, which can be described as my-
opia: optimization of the RL objective forces
the agent to prefer solutions that attempt
to reach the commanded goal faster, while
risking not to achieve the goal at all. While
this phenomenon has been studied to some extent in the more general context of logic-
conditioned RL, a better understanding would also greatly benefit goal-reaching algorithms.
Notably, in logic-conditioned RL, eventual discounting has been proposed as a solution
[Voloshin et al., 2023], but it introduces suboptimality and may be largely impractical.

Scope of the Project
The main goal of this project is to formally and clearly identify properties of MDPs that
induce myopic behavior, starting from tabular settings and possibly scaling to continuous
ones. Ideally, this study will produce an adaptation scheme for the discount factor, ensuring
retrieval of fast policies with optimal success rates. While this project will mostly involve
a formal study of the problem, programming skills are necessary for preparing and running
numerical simulations.



Tasks

• reviewing related literature

• formally analyzing the emergence of myopic policies

• validating the analysis empirically

Contact
Please, contact Marco Bagatella (mbagatella@ethz.ch) with your CV and a short description
of why you find this project interesting.
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