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Motivation

This project aims to advance the reasoning capabilities of Large Language Models (LLMs),
enabling them to handle increasingly complex tasks that require deep, structured thinking.
Current LLMs have demonstrated [Brown et al., 2020, Wei et al., 2022, Bubeck et al., 2023]
strong performance in diverse domains, but there is significant potential to enhance their
ability to think systematically before responding [Goyal et al., 2023], improving accuracy and
problem-solving across a wide range of applications. The availability of strong open-weight
LLMs provides a strong foundation to pursue new ideas to improve their performance.

Projects

We offer various topics aimed at improving LLMs’ abilities, such as selecting informative
data for targeted instruction tuning, estimating uncertainty in long-form generation, auto-
matic model selection via mixtures, computationally efficient context windows, and dynamic
inference for systematic thinking.

Contact

Contact us to discuss these projects in detail.
Jonas Hübotter (jonas.huebotter@inf.ethz.ch) & Ido Hakimi (ido.hakimi@ai.ethz.ch).
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